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Abstract

Background: Low-energy consumption is a vital concern in E-learning due to high-volume processing and the fact that mobile
technologies are usually battery-operated devices.
Methods: The method is simulated by developing a discrete-event simulation in C#. The validation of the proposed method is
performed on generated task sets as used in similar work. The characteristic of randomly produced tasks is similar to the well-
known techniques of task generation in mixed-criticality (MC) systems.
Results: The simulation results show that energy consumption can be improved up to 23% in comparison to similar approaches.
The most important factor for this satisfaction was the reservation times of critical tasks to further reduce the processor frequency.
Conclusions: The internet of thing (IoT) is poised to be one of the most disruptive technologies in E-learning environment. The IoT is
a kind of MC system that integrates multiple things with different criticalities into the same platform. Mobile technologies provide
education to people through mobile devices. These devices are usually battery-operated and owing to high-volume processing, Low-
energy consumption becomes a vital concern in E-learning. Therefore, this paper was discussed about the MC system in general.
Finally, the paper was proposed a scheduling technique to minimize the energy consumption of E-learning devices that use the IoT.
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1. Background

The internet of thing (IoT) is a network of physical
things (tasks) embedded with software, electronics, sen-
sors, and network connectivity with the capability of send-
ing and receiving information. The powerful possibilities
opened with the IoT are being included in E-Learning in or-
der to improve the quality of learning by facilitating the
access to resources and educational services, and provides
tools such as distance interaction and participation. The
IoT is a real-time system that is used in applications such
as management, automotive education, military, medical,
and avionics applications (1-3). In the design phase of these
systems, some vital requirements such as reducing the
costs, weight and size have encouraged designers to in-
tegrate the tasks of varying importance (criticality levels)
on a common hardware platform. Owing to the integra-
tion of critical (HI-criticality) tasks with non-critical (LO-
criticality) tasks, these systems are called mixed-criticality
(MC) systems (4-10). MC systems are considered to be the
next generation of complex real-time systems (11-16). The
IoT is a MC system that LO-criticality tasks only require val-
idations issued by system designers; however, HI-criticality

tasks not only require these validations but also require
certifications issued by legal certification authorities (CAs)
(4).

The concept of MC was first introduced by Vestal in
2007 (17). Vestal proved that traditional algorithms such as
rate monotonic (RM) and deadline monotonic (DM) were
not optimal for MC systems. Therefore, various schedul-
ing algorithms have been proposed to schedule MC tasks
based on two criticality levels (6-8). In addition to the
schedulability, energy consumption in battery-operated
devices becomes the main concern (18, 19). Dynamic volt-
age and frequency scaling (DVFS) is a well-known system-
level energy management technique in real-time embed-
ded systems (20). Indeed, this would be obtained at the
expense of increasing the system response times, which
can cause deadline violations in real-time systems. There-
fore, there is a significant conflict between energy manage-
ment techniques and real-time constraints (21). Many stud-
ies have been done on energy management in the domain
of hard real-time systems (22, 23). However, in these stud-
ies, the criticality levels of tasks have been neglected and all
tasks have been considered with the same criticality level.
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Recently, several energy management techniques have
been proposed for MC systems (24-28). In the study
conducted by Huang et al.(24), virtual deadlines of HI-
criticality tasks are changed based on the earliest deadline
first with virtual deadline (EDF-VD) (6) to employ DVFS. In
energy-constrained MC systems, a technique is provided
(25), which permits to miss the deadlines of LO-criticality
tasks. Moreover, it has been proposed a stretch technique
to exploit service level degradation of LO-criticality tasks
for energy management in MC systems (26). In fact, the
aforementioned studies discuss energy management for
single-core MC systems. Owing to high efficiency and high
computing power of multi-core processors, they are in-
creasingly employed in critical applications (29). In the
study conducted by Legout et al. (27) an approach to
trade-off between the number of missed deadlines for LO-
criticality tasks and their energy minimization on multi-
cores are provided, while deadlines of HI-criticality tasks
are always guaranteed. A new energy-aware mapping tech-
nique is proposed (28) in which the frequency of each task
is statically determined, according to the presented algo-
rithm (24).

In MC systems, in order to guarantee system safety, it is
necessary to reserve time budget t = ci

high - ci
low for critical

tasks, such that they can still meet their deadlines even if
they overrun (24). However, static algorithms do not use
the reservation times of critical tasks to minimize the en-
ergy consumption when the overrun does not occur.

In this paper, a scheduling technique is proposed to
minimize the energy consumption of E-learning devices.
The proposed technique focuses on the reservation times t
= ci

high - ci
low of critical tasks to further reduce the proces-

sor frequency. Reservation times are created due to reserve
time budgets for task overrun. These reservation times are
unused if critical tasks finish their ci

low without any delay
(overrun does not occur). Since task overrun is rare (24, 26),
the proposed technique can greatly reduce the expected
energy consumption for MC systems in LO-mode. After se-
lecting a proper mapping technique, to minimize the en-
ergy consumption of tasks, the proposed technique has
been applied to these tasks, which have been mapped to
the processor’s cores. Finally, the result of the proposed
technique has been compared with the similar approach.
This study was designed as a new dynamic Energy-aware
scheduling technique to minimize the energy consump-
tion of E-learning devices. The proposed technique focuses
on the reservation times t = ci

high - ci
low of critical tasks to

further reduce the processor frequency.

2. Methods

The assumptions for Thing (task) model in this study,
similar to MC thing model introduced (28, 30).

For notational convenience, following definitions will
be used:

- Task τ i Li-mode utilization

(1)ULi (τi) : ULi (τi) =
cLi
i

Ti

where Li ∈ [LO, HI]
- LO-criticality task set Li-mode utilization

(2)ULi (ΓL) : ULi (ΓL) =
∑

τi∈ΓL

uLi (τi)

where Li ∈ [LO, HI]
- HI-criticality task set Li-mode utilization

(3)ULi (ΓH) : ULi (ΓLH) =
∑

τi∈ΓH

uLi (τi)

where Li ∈ [LO, HI]
Also, the model that has been employed for power con-

sumption is the same as energy/power model suggested
(30, 31). The power consumption of the system is calculated
as follows (30, 31):

(4)P (f (τi)) = Ps + Pd

(5)= Ps + (Pind + Pdep)

(6)= Ps +
(
Pind + Ceff (τi)

θ
)

Where, Ps stands for the static power consumption
when the system is in the standby state. Pd is dynamic
power consumption when the system is in the working
state. Parameters Cef and θ are system dependent con-
stants and θ ≥ 2 (30). If task τ i executes on working fre-
quency f(τ i), its execution time is Ci/f(τ i) (31).

2.1. MC Scheduling

EDF-VD is a widely used scheduling algorithm for MC
task sets (6). VD for any HI-criticality task is calculated by
multiplying its deadline in deadline shortening factor X (0
< X≤ 1) (6). In this paper, it is assumed that the partitioned
EDF-VD algorithm is used to schedule the MC task sets (32).

2.2. Motivational Example

The task set with task parameters is presented in Table 1
(24) and DVFS scheduling of tasks are shown in Figure 1. As
can be seen in Figure 1, there are still more times to further
reduce the task frequency. Using a dynamic algorithm,
the reservation times can be used for reducing energy con-
sumption by applying DVFS. Therefore, the main aim of
the proposed approach is providing a dynamic scheduling
technique to reduce energy consumption by using reser-
vation times, which are reserved for critical tasks. In this
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Table 1. Example Task Set with Parameters in Units of ms

τ i ci
low ci

high Pi li

τ 1 2 5 8 HI

τ 2 1 1 12 LO

τ 3 2 2 16 LO
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Processor Frequency
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Figure 1. DVFS scheduling is shown (24)

paper, it is assumed that the EDF-VD algorithm is used to
schedule the mixed-criticality task sets.

However, we aimed to minimize the expected IoT en-
ergy consumption by applying DVFS offline for tasks sched-
uled under EDF-VD. To describe the proposed scheduling
technique, in the first step, representation of the problem
is described and then the stages of the problem-solving
will be introduced in section 3.3.

2.3. Representation of the Problem

It is required to represent the main problem factors.
Therefore, the problem can be expressed using four factors
as illustrated in the Equation 7.

(7)Problem (Ts,Msys, fi, Esys)

The constituting factors of the equation are as follows:
Task set (Ts): represents the tasks that will be executed.
- System mode (Msys): represents the operational mode

of the system. Msys = low expresses the system in LO-mode
and Msys = high states the system in HI-mode.

- Task frequency (fi): indicates the frequency that is as-
signed to each task in different system modes.

- System energy (Esys): indicates the power consump-
tion in elapsed time (time of task execution). Energy con-
sumption of a task is represented in the Equation 8

(8)Esys = ELO + EHI

that ELO represents energy consumption in Msys = low
and can be calculated by the Equation 9

(9)ELO =
∑

Ti∈TLO

clowi
fLOi

(PActive)

and EHI represents energy consumption in Msys = high
and can be calculated by the Equation 10

(10)EHI =
∑

Ti∈THI

chighi

fHIi

(PActive)

2.4. Stages of Problem-Solving

After the representation of the problem, solving the
following stages is necessary for scheduling task:

- Finding an energy-efficient mapping technique.
- Calculating the frequency for LO-criticality tasks.
- Calculating the frequency for HI-criticality tasks.

2.5. Finding an Energy-Efficient Mapping Technique

There are several task mapping techniques in multi-
core MC systems: Baruah et al.’s technique (32), Gu et al.’s
technique (33), and Narayana et al.’s technique (EM3) (28).
Therefore, in this study, all task mapping techniques in
multi-core MC systems are employed to find an energy-
efficient mapping technique.

Interdiscip J Virtual Learn Med Sci. 2019; 10(2):e89300. 3

http://ijvlms.com


Sadeghzadeh SH

2.6. Frequency Calculation

In scheduling, a reservation time is assigned to HI-
criticality tasks. This time can be used for further reducing
the frequency and improving energy consumption. In the
proposed technique, to use reservation, the new frequency
level of each task (fi

’) dynamically is denoted by:

(11)f ’
i = Max [fee, fi × Ui]

Ui is updated task utilization in case of completing
HI-criticality tasks in ci

low, and fee is energy-efficient fre-
quency.

3. Results

The proposed technique has been evaluated on ran-
domly generated task, similar to (24, 26, 28, 30). The
method is simulated by developing a discrete-event sim-
ulation in C#. The characteristic of randomly produced
tasks is similar to (28) which is one of the well-known tech-
niques of task generation in MC systems (28). Task uti-
lizations are chosen, according to the proposed UUniFast
scheme (34).

3.1. Impact of Task Utilization

Figure 2 shows the average normalized energy con-
sumption based on task utilization that varies from 1.1 to
3.7. It is obvious that as task set utilization increases, en-
ergy consumption in EM3 technique is less than other tech-
niques. The reason is load balancing for cores, which leads
to the optimal use of slack time to further reduce the fre-
quency of tasks.
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Figure 2. The impact of utilization on energy consumption is shown

3.2. Impact of µ

Consider UL (ΓL) and UL (ΓH) to be 0.5 and 0.4, respec-
tively. Figure 3 shows the average normalized energy con-
sumption based on task utilization that varies from 1.5 to
2.5. It is obvious that when µ increases, energy consump-
tion in EM3 technique is less than other techniques.
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Figure 3. The impact of µ on energy consumption is indicated

3.3. Impact of the Number of Tasks

Figure 4 represents energy consumption based on
numbers of tasks when UL (ΓL) = 0.6 and UH (ΓH) = 0.6.
As can be seen the energy consumption of the system de-
pends on the task utilization, not the number of the tasks.
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Figure 4. The impact of the number of tasks on energy consumption is indicated

3.4. Impact of Overrun

To investigate energy in different modes, we consider
wLO for Msys = low and wHI for Msys = high, in which wLO,wHI
∈ [0,1]. In Msys = low Λ wLO = 1, wHI = 0 and similarly in Msys

= high Λ wLO = 1, wHI = 0. According to Equation 10, energy
consumption is calculated as follows:

(12)E = (wLO × ELO) + (wHI × EHI)

As can be seen in Figure 5 as wLO increases, energy con-
sumption decreases. The main reason is that when wLO in-
creases from 0 to 1, the system is more active in Msys = low
and owing to the use of DVFS in Msys = low, energy con-
sumption decreases.

Finding an energy-efficient mapping technique
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Figure 5. The impact of weight factors on energy consumption is indicated

Naravana
et al.’s Approach
Proposed Approach

N
o

rm
al

iz
ed

 E
n

er
g

y 
C

o
n

su
m

p
ti

o
n

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2
0.6 1.1 1.6 2.1 2.6 3.1

UL(rL)

Figure 6. Comparing energy consumption of the proposed technique with
Narayana et al. approach (28)

In the previous sub-sections, energy consumption has
been evaluated using different task mapping techniques.
Therefore, EM3 technique can be an energy-efficient map-
ping technique, which leaves more slack time to employ
DVFS.

3.5. Comparison with Narayana et al.’s approach

In Narayana et al.’s approach (28), a technique has been
presented for energy consumption in a multi-core system.
In this paper after task mapping, task frequency has been
statically determined, according to the presented algo-
rithm (24). However, since this algorithm is static, created
slack time during task execution cannot be used in order to
decrease task frequency. Figure 6 shows energy consump-
tion when UH (ΓH) = 0.5 and UL (ΓL) varies from 0.6 to 3.3.
It is obvious that energy consumption in proposed tech-
nique is less than Narayana et al.’s approach. The main rea-
son is that in the proposed technique, created slack time
during task execution is used in order to decrease task fre-
quency, which leads to a decrease in energy consumption.

4. Discussion

E-learning is a concept that integrates learning and
information technology in teaching. Internet of Things
(IoT) is changing everything, and E-Learning is not an ex-
ception. The IoT is reducing the difference between on-
campus education and distance education. The IoT is
a mixed-criticality (MC) system that integrates multiple
things (tasks) with different criticalities into a same plat-
form. The state-of-the-art studies have focused on provid-
ing timely management for tasks having different critical-
ity levels. This is achieved by dropping non-critical tasks
when the system changes to high-critical behavior due to
overrun of critical tasks. In fact, E-learning carried out
through mobile technologies such as mobile phones, per-
sonal digital assistants (PDAs), audio players, electronic
books, etc. However, Low-energy consumption becomes a
vital concern in E-learning due to high-volume processing
and the fact that mobile technologies are usually battery-
operated devices. This paper discusses the MC system in
general. Finally, the paper proposes a scheduling tech-
nique to minimize the energy consumption of E-learning
devices using the IoT. This technique uses the reservation
times (t = ci

high- ci
low) of critical tasks for further reduc-

ing the processor frequency. Reservation times are cre-
ated due to reserve time budgets for task overrun. These
reservation times are unused if critical tasks finish their
ci

low without any delay. Since task overrun is rare, the pro-
posed technique can greatly reduce the expected energy
consumption of E-learning devices. The simulation results
show that energy consumption of the proposed technique
can be improved up to 23% in comparison to similar ap-
proaches.
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